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A B S T R A C T

Continuous progress in the understanding of fundamental and instrumental aspects of Secondary
Ion Mass Spectrometry (SIMS) has made this technique extremely powerful for the analysis of
materials. Secondary ion-emission is a complex phenomenon and amongst various mechanisms,
the ‘electron-tunnelling model’ based on the survival probability of an escaping ion above the
surface is the widely accepted notion in the understanding of ionization probability for positive
and negative ions. As the secondary-ion intensity of a particular element strongly depends on the
ionization efficiency of a sputtered atom or molecule, instantaneous local chemistry of the sample
surface plays a significant role in the secondary-ion emission. This is the so-called “Matrix Effect”,
which makes the SIMS technique challenging for quantification in spite of its highest detection
sensitivity (<ppb) and exceptional depth-resolution (<1 nm). Therefore, the compensation of “matrix
effect” is required. If alkali-metals such as Li, Rb, K, Na, Cs, …etc. (referred to as ‘A’) are present
in the neighbourhood of the probing element (M) on a sample-surface, a quasi-molecular (MA)+

ion can be formed by the attachment of this alkali-ion with a sputtered atom (M0) in the close
proximity of sample surface. Such phenomenon can occur if an alkali-ion beam is chosen as the
impinging ion-beam for sputtering. The (MA)+ molecular-ions that are formed in the SIMS process
have strong correlation with the atomic polarizability of the element M. As the emission process
for M0 is decoupled from the MA+ ion formation process, the ‘matrix effect’ drastically decreases.
This is very similar to the ion formation in “secondary neutral mass spectrometry” (SNMS).
Although the detection of (MA)+ molecular ions has found its applicability in materials quantification
without calibration standards, it generally suffers from a low useful yield. In such case, the
detection of (MA)2

+ molecular-ions offers a better sensitivity (by orders of magnitude), as the yields
of (MA)2

+ molecular-ions have been found to be much higher compared to that of (MA)+ molecular-
ions. Monitoring of molecular-ions is often employed in standard SIMS experiments to improve
the detection of sputtered ion-species which show poor dynamic ranges or are affected by mass
interference. For example, while making SIMS analysis of GaAs, carbon as an impurity-element
is detected by monitoring (AsC)+ molecular-ions instead of C– ions, because the latter has a high
background arising from residual-gas species in the analysis chamber. Cs is highly preferred for
MCs+ or MCs2

+ molecular-ions in SIMS because of the strongest reactivity and electropositive
nature of caesium. The present chapter deals with an in-depth discussion on the ion-emission
phenomena in sputtering, ‘matrix effect’ and its compensation, and the potential application of
MCsn

+ - based SIMS method for quantitative chemical analysis of materials. A special prominence
has been given on the quantification of low-dimensional materials, superlattices and quantum
structures using this innovative “MCsn

+ -SIMS” (n = 1, 2, ….) approach in all complexities.
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1. Introduction

The rapidly growing importance of advanced materials
research stems from the ever-increasing importance of low-
dimensional structures. For example, some fast developing areas
are: thin film structures for microelectronics with tailored electrical
properties, optical films and coatings with specific anti-reflecting

properties, ion-beam modified surfaces with high resistance to
wear and corrosion, etc. Controlled fabrication of these materials
requires a detailed and reliable, spatially-resolved chemical and
structural analysis. In view of their planar structures, the analysis
of in-depth distributions of chemical composition with high
resolution is of primary importance, particularly at near-surfaces
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and interfaces. For this purpose, numerous methods have been
developed during past few decades. Among these, micro-
sectioning techniques based on sputtering in combination with
surface analytical methods are most frequently used because
of their wide-ranging applicability to practically any kind of
materials. These methods allow the realization of optimum depth
resolution (down to a few atomic monolayers) over a wide depth-
range up to several microns facilitating the quantitative analysis
of interfaces of thin films, superlattices and quantum structures.
The sputtering process itself, however, is independent of the
analysis method and should therefore be considered as a
separate physical process. Sputtering can be accomplished by
removing atoms from the top monolayers of a solid. Therefore,
a depth-resolution in the monolayer regime should in principle
be achievable. However, sputtering does not occur by an ideal
layer-by-layer removal but is the result of a complex ion–surface
interaction process. This process introduces a variety of
distortional effects into the original morphology and composition
of a sample, which are the cause of the much more extended
profile broadening that is generally observed. Fig. 1 represents
a general experimental arrangement for surface analysis.

In the context of sputter-depth profiling, Secondary Ion Mass
Spectrometry (SIMS) has exclusively placed its importance
amongst other methods of surface and interface analysis. SIMS
is essentially a sputtering phenomenon in which the transfer of
momentum from the energetic impinging primary ions to the
sample surface causes the ejection of surface-atoms and
-molecules. A tiny fraction of the sputtered particles is ionized,
positive and negative; which are termed as ‘secondary-ions’. In
the sputtering process, the bombarding ion transfers energy in

collisions to target atoms, which recoil with sufficient energy to
generate other collisions. Some of the backward recoils in the
generated ‘collision cascade’ approaches the surface with
enough energy so as to overcome the surface binding energy
and eventually to escape from the solid. Therefore, the secondary
sputtered species originate from the collision cascades that are
created within the target lattice and from recoil sputtering. In the
linear cascade regime, the sputtering yield is proportional to the
number of recoil-atoms that is proportional to the energy
deposited per unit depth in nuclear processes (particle velocity
much less than the Bohr velocity). Effective thickness of the
sputtered layer arising out of a single collision cascade is of the
order of an atomic dimension and its estimate can be obtained
from a simple expression of the sputtering-yield involving
information depth, typical average energy of the sputtered
particles and nuclear stopping power [1]. As the ejected particles
originate essentially from the outermost (~1-3) atomic layers,
they carry information about the composition of the surface and
near-surface region. The varieties of the sputter-products
constitute electrons, atoms, atomic clusters, molecules ‘intact’
and distinctive molecular fragments. A very small fraction of the
sputtered atoms or molecules may be excited above their
respective ground-states. The atoms (or ions) sputtered in the
excited states may subsequently go through two processes.

1. Radiative electronic transition via de-excitation of the
excited neutral (or ionic) species leading to the emission
of photons in the range ultra-violet to visible optics.

2. Non-radiative electronic transition leading to the
emission of Auger electrons or to the ionization of the

Fig. 1. Schematic diagram of the principal arrangement of a standard surface analytical instrument.
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sputtered species via resonant-tunnelling of electrons
from these species to the valence band of the solid.

The above dynamic charge-transfer processes occurring
between the escaping sputtered atom and the solid surface are
further complicated by the strong electronic and structural per-
turbations from the ion bombardment.

Secondary emission of ions (as well as photons) in the
sputtering process is an inelastic phenomenon in ion-surface
interactions and has tremendous important applications in
materials analysis. A secondary ion mass spectrum consists of
almost all elements present on the top surface in elemental or
compound form. These secondary ions have large kinetic energy
distributions mostly peaked at around 2-5 eV. The energy-
selected ionized fraction of the sputtered species is mass
analysed and detected using a combination of a suitable mass
spectrometer and an appropriate ion-collection optics, thus
allowing to get a variety of information about the surface,
subsurface, or bulk composition of the sample. As the ion-
bombardment goes on, the material is continuously eroded
atomic layer by atomic layer, thus providing the in-depth
quantitative information about the material constituents through
dynamic SIMS. Although this mode of SIMS is essentially a
destructive process (that is, the sample is irreversibly consumed
in the course of analysis); this problem is largely ameliorated by
the highest detection sensitivity of this technique, allowing the
required information to be obtained from tiny volumes of
materials.

As the secondary-ion intensity of a particular element strongly
depends on the ionization efficiency of a sputtered atom or
molecule of that element, instantaneous local surface chemistry
of the sample plays a significant role in the secondary ion
emission in the SIMS process. For example, the presence of
some electronegative element like oxygen or some electro-
positive element like caesium on the top surface of a host matrix
increases the emission of secondary positive or negative ions,
respectively by several orders of magnitude. Such ion-yield
variation of a particular element in a matrix of instantaneously
varying surface chemistry is the so-called matrix effect in SIMS,
resulting in a non-linear dependence of secondary ion-signals
on the concentration of that element in the matrix. Although this
‘matrix effect’ is an artefact of the SIMS technique, this is often
consciously desired in analysing the elements of extremely low
ion-yields. Obviously, the matrix effect requires to be appropriately
compensated or corrected while estimating the actual
concentration of a certain species present in the host (‘matrix’).
The compensation is usually done either by using some
“calibration standards” or through “relative sensitivity factor” (RSF)
approach. However, the strong dependence of the ionization

probability on the substrate properties places remarkably strict
constraints on the use of acceptable standards in making
quantitative analysis through SIMS. In this context, the use of
‘ion-implanted standards’ has reached a high level of
sophistication, allowing precision measurements in SIMS
quantification [2]. From an analytical point of view, motivation
towards the reduction of the matrix effect has led to the
development of another technique called “secondary neutral
mass spectrometry” (SNMS). Non-dependence of the secondary
neutral-yield on the local surface chemistry makes this technique
quantitative straight way without the need of calibration standards
[3]. Besides, SNMS has the potential to measure depth profiles
without preferential sputtering artifacts, as opposed to electron
spectroscopic techniques. Although SNMS has detection limits
and dynamic range much worse than that of SIMS, it has proved
to be somewhat established for routine thin film analysis.

A great success in the complete suppression of matrix effect
has been achieved using “alkali-ion based molecular SIMS”
approach [4]. If alkali elements such as Li, Rb, K, Na, Cs, …etc.
(referred to as A in general) are present in the neighbourhood of
the probing element (M) on a sample surface, quasi-molecular
ions can be formed by the attachment of these alkali ions [(MA)+

formation] in theSIMS process. The formation of these (MA)+

molecular-ions has strong correlation with the atomic polarizability
of the element M. The emission process for the re-sputtered
species M0 is decoupled from the MA+ ion formation process, in
analogy with the ion formation in SNMS, resulting in a drastic
decrease in the conventional ‘matrix effect’ in SIMS. Although
the detection of MA+ molecular ions in SIMS has found its
applicability in direct materials quantification, it generally suffers
from a low useful yield. In such case, detection of (MA)n 

+ [n = 2,
3……] molecular-ions offers better sensitivity (even by several
orders of magnitude), as the yields of such molecular-ion
complexes have often been found to be much higher than that
of MA+ ions. The recombination coefficient of MA+ or MA2

+

molecular species depends on the electro-positivity or electro-
negativity of the element M, respectively. Apart from the surface
binding energy of the respective uppermost monolayer, the
changes in ‘local surface work-function’ have often been found
to play a significant role in the emission of these molecular ions.

The SIMS technique, owing to its exceptionally high detection
sensitivity, is extremely powerful to quantify an ultra-trace element
present in a matrix with its concentration below parts per billion.
The elemental detection sensitivities in dynamic SIMS (primary-
ion current density ~A/cm2) are much higher (by few orders of
magnitude) compared to that in static SIMS (primary-ion current
density ~pA/cm2), as the ion detection sensitivity in dynamic SIMS
scales with the analytical volume consumed in SIMS depth
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profiling [5]. The major scientific (and also economic) impact of
dynamic SIMS is the in-depth analysis of semiconductor
materials, where low levels of dopants are analysed in successive
thin slices of materials ~ 5 nm thick. The flexibility of sputter-
sectioning, in combination with the major advantages of the
superior mass spectrometric techniques, such as large dynamic
ranges both in the mass separation and detection systems, has
enabled the dynamic SIMS to be extremely sensitive for the
analysis of solid surfaces, thin films, multilayers, superlattices
and even low-dimensional structures. However, If the aim of the
measurement is to obtain compositional information of the top
most surface of a material with its minimal damage, the main
problem is to ensure that sufficient signal is obtained at the
desired spatial resolution whilst minimizing the ion flux incident
on any part of the surface. This is easily achieved by switching
from the traditional instrumental approach of using continuous-
flux ion guns and quadrupole or sector-magnetic field mass

spectrometer to a combination of pulsed-ion sources with time-
of-flight (TOF) mass spectrometers. The TOF-SIMS is a much
more efficient way of acquiring spectral data, and also provides
considerably good resolution and sensitivity up to very high
masses. Using such instruments, SIMS images with a spatial
resolution of better than 10 nm are obtainable. TOF-SIMS is a
widely used technique for depth profiling applications in many
areas, and has progressively expanded from microelectronics
to materials science to biology [6]. The present chapter has
addressed the fundamentals, general perspectives of SIMS and
the phenomenal challenges of “alkali-based molecular-ion SIMS”
in ‘materials quantification without calibration-standards’,
explicitly high lighting the conceptual understanding of the
formation mechanisms of MAn

+ (n = 1, 2, ….) molecular-ion
complexes. Fig. 2 represents the schematic layout of the SIMS
process and an experimental arrangement, respectively.

Fig. 2a. Schematic representation of SIMS [2].

Fig. 2b. Schematic layout of a SIMS setup (HAL EQS1000). It employs a triple-quadrupole filter and a 450 sector-field electrostatic energy-analyzer with
DC quadrupole input focusing lens [2].
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2. Secondary ion emission phenomena

Simplistically, the important parameters are the ionization
potential (I) and the electron affinity (A) for positive ionization
and negative ionization, respectively. For a metallic target, the
relevant energy parameter is the work function (). The quantity
(I-) is the minimum amount of energy required to ionize posi-
tively an atom at infinity and deposit the electron on the solid
surface; a situation analogous to the sputtering of a positive ion.
Similarly, (-A) is the amount of energy required to transfer an
electron from the solid surface to an atom at infinity to form a
negative ion. Hence the formation probability of a secondary
ion, either positive or negative, has a functional dependence on
these three quantities. The surface work function  is affected
by the modification in the surface chemistry causing thereby sig-
nificant changes in the secondary ionization probabilities. Al-
though there is no consensus concerning a universal ion emi-
ssion model, a simple picture is believed to hold for the major
part of the sputtered ion-flux (n+ and n–) that scales approxi-
mately as:

n+ = B exp (-I)/K
n– = B exp (A-)/K

where B, B, K, K are suitable constants. Andersen and Hinthorne
[7] gave the first convincing demonstration of such scaling, while
comparing the ionization probabilities for several elements spu-
ttered from a common matrix. They were the first to compare the
intensities of the positive ion signals for species sputtered from
a single matrix and found a linearity of the plots with the ioniza-
tion potentials of the sputtered species restricted to elements
with ionization potentials in the range 5–10 eV. From the simila-
rity of the data to those which could be theoretically obtained
from high-temperature plasma in thermal equilibrium with rela-
tive ion populations governed by an equation of the form

0
n Iexp

kTn

    
 

(1)

it was proposed that the sputtering-site physically resembles a
plasma in the state of local thermodynamic equilibrium (LTE).
The ions, electrons and neutral atoms in the plasma exist in
thermal equilibrium and their energy-distributions are governed
by the Boltzmann distribution of velocities. Here k is the
Boltzmann constant and T is the plasma temperature, respec-
tively. Expression (1) essentially gives the secondary ion emi-
ssion cross-section for positive ions considering the applicabil-
ity of LTE model. Andersen and Hinthorne [7] applied the con-
cept of LTE using the Saha-Langmuir equation for thermal ion-
ization and included the electron density term, ne, for the calcu-
lation of the dissociation constant of the form

(E E)3/2
e kT

o o 3
n n u (T) (2 mkT)2 e

n u (T) h

   
 (2)

where n+, n0 and ne are the density of positive ions, neutral atoms
and electrons, respectively, in the plasma. Here, u+, uo and 2
are the partition functions of the ions, atoms and electrons,
respectively, in the plasma. I and I are the ionization potential
of the element and its reduction in the plasma, respectively. T is
a parameter equivalent to “temperature”. The term (kT) with
dimension of energy reflects the average energy of an atom in
the collision cascade.

The expression for the positive ionization probability
+(= n+/n0), as derived from equations (1) and (2), is thus

1
e

In exp
kT

      
 

(3)

Eq. (3) explains why the positive ionization probability increases
for oxides, thus explaining the matrix effect.The increase of
electronic work function in a surface with the presence of oxygen
or in an oxide surface causes a decrease in the electron density
ne in the local plasma, thereby decreasing the probability of
neutralization of the emitted positive ions. Similarly, the decrease
of work function for caesium-coated surface causes an increase
of ne giving rise to a decrease in the positive ion emission or
increase in the negative ion emission. Therefore, the LTE model
explains the matrix effect quite effectively. However, since this
model stems essentially from thermodynamic arguments it does
not predict the strong yield-dependence on ion emission velocity.
Furthermore, the model formidably fails to explain the varying
nature of kinetic energy distributions of sputtered atomic-,
molecular- and cluster-ion species, in contrast to the Boltzmann
distributions.

Another approach is based on the “bond-breaking concept”
[8] to explain the matrix effect observed during the sputtering of
ionic solids. Later, it was proposed [9] that it should also be
appropriate for compounds like oxides, where the bonds formed
have only a partial ionic character. In this concept, the ionization
of a sputtered metal atom, during the breaking of the chemical
bond with an electronegative atom on the surface, is qualitatively
similar to the Landau-Zener treatment of ion-pair dissociation of
polar molecules [10]. Based on this concept, Yu and Mann [11]
have described the enhanced positive metal-ion emission from
metal oxides. The sputtering of the metal atom M through
breaking of the oxide-bond creates an oxygen-surrounded cation
vacancy X at the surface. This oxygen-surrounded vacancy, with
an electron affinity A, strongly attracts an electron at the expense
of the ejected particle M, causing the positive secondary ion-
yield enhancement. Analogous arguments hold for the effect of
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Cs on negative ion emission. For few tens of eV, the positive
ionization probability + approximately follows a power-law
dependence on ion energy. The model however, was found to
be restricted to the emission of positively-charged ions, whereas
its applicability to negative secondary ions, molecular-ions and
multiply-charged ions has not been established.

The electron-tunnelling model [12,13] on the other hand
describes the ionization probability for both positive and negative
ions, based on the survival probability of an escaping ion above
the surface. Fig. 3 shows schematically the electron-tunnelling
phenomenon [2]. Conceptually, it is a model framed on the basis
of the crossing of the discrete electronic level of the sputtered
ion with many electronic levels (continuum states) of the solid.
The central feature of this continuum of electronic states is the
Fermi level that separates the occupied and unoccupied states.
The position of the Fermi level plays an important role in the
survival probability of the escaping ion above the surface [2].
The variations in the image potential and the chemical force of
the system cause Ea to vary with the separation z between the
atom and the surface. For Ea= EF at the crossing point, electrons
in the metal can tunnel out to fill in the atomic level. This allows
resonant electron-tunnelling between the outgoing ion and the
target surface, leading to neutralization of the positive ion. If
Ea(z) varies rapidly with z and crosses EF at the crossing distance
zc from the surface with a large slope, the survival probability
(P) of an ion has an exponential dependence on both  (zc) and
v:

P c2 (Z )exp


 
    (4)

where (zc) and v are atomic level-width at the crossing point
and the normal component of the ion-emission velocity, respec-
tively. The exact functional dependence of P on ion-emission
velocity v varies according to the way Ea and (z) change with
z. For a small change of surface work-function , expressions
for the positive and negative ionization probabilities are respec-
tively expressed [2] as:

(I )exp



  
    

(5)

( A)exp



  
    

(6)

where I and A are ionization probability and electron affinity of
the sputtered species, respectively. Eqs. (5) and (6) clearly exhibit
the importance of the position of the Fermi level in the ionization
probabilities. The electron-tunnelling model has reasonably
explained the observed dependence of the ionization probabilities

on work-function, emission-velocity and emission-angle for the
atoms sputtered from layers adsorbed on metallic surfaces.

3. Quantification

3.1. “Matrix Effect” in SIMS

Irrespective of the mechanism of secondary ion formation,
quantification in dynamic SIMS is universally accepted as the
conversion of a secondary ion-current I(t) of a given species in a
homogeneous target matrix, measured as a function of time t, to
a concentration C(z), measured as a function of depth z. Cali-
bration of the depth scale is based on a strictly linear proportiona-
lity between the elapsed erosion-time and the eroded depth of
the sample, considering unaltered sputtering conditions through-
out the measurement and consequently a fixed erosion rate. In
reality, however, the linear time-to-depth mapping may not be
strictly valid as the erosion by ion-bombardment introduces
smearing of depth information by both target atom relocation
and by surface topography development. Provided there exists
a stationary situation between a surface matrix composition and
the impinging ion beam, the secondary ion current of a species
(x) in a target matrix (m) can be expressed by the relation [2] as

Ix± = IpYtot ±
x, mf(E) f() Tx,m x,mCx (7)

where Ix±(positive or negative) is the isotope-corrected secondary
ion current (i.e. Ix± = Ixi

±/xi, Ixi
± is the measured ion current of

Fig. 3. Schematic energy diagram of a sputtered ion leaving a metal sur-
face. The Fermi level F lies below the vacuum level by the work
function . The energy level of the sputtered ion (a) is a function
of the distance z from the surface. At a distance far from the sur-
face a is the ionization potential I of the element. a = F at the
crossing point (zc). Here the width 2(z) of a is a measure of the
electron tunneling probability [2].
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isotope i of element x, and xi is its isotopic abundance). Ip is the
primary ion current (= jp.S, where jp is the primary ion current
density at the target and S is the bombarded area). Ix and Ip are
expressed in units of ions/second. The combined subscript (x,
m) for a certain parameter in eq. (7) reflects a possible
dependence of that parameter on the nature of both the sputtered
entity and the target matrix. Generally, in a description of
sputtering from a multi-component system, the influence of
preferential sputtering and surface segregation is involved, as
the preferential sputtering of a component in a bulk causes a
generation of an altered layer with different composition from
the bulk. However, in spite of differences in yields of the individual
atom species, partial sputtering yield of species (x) is not included
in eq. (7), as in the steady-state (i.e. in sputter equilibrium), the
surface composition is rearranged so that sputtered flux has a
composition identical to that of the bulk material. This is the basic
concept underlying all quantitative analytical techniques that
monitor the sputtered flux.

Ytot is the global sputtering-yield of the target matrix (total
number of atoms of all species sputtered from the matrix per
incident ion); an estimation of which can be made following any
of the standard techniques of sputter-yield measurements.

±
x, m is the positive or negative ionization probability of the

species (x) sputtered from the matrix (m) and depends strongly
on the nature of both the sputtered entity and the local surface
chemistry of the sample, thereby causing the greatest difficulty
in SIMS quantification. The product (Ytot.±

x,m) is the ion-yield
(ratio of the sputtered ion flux of a given species to the incident
primary ion flux) of the species (x) sputtered from the target matrix
(m).

The well-known characteristics of SIMS is the fact that the
ion-yields vary dramatically from element to element. Moreover,
the secondary-ion yield for a certain element present in a matrix
depends strongly on the presence of other elements in the same
matrix. Such a strong dependence of the ionization probability
on the surface chemistry is known as “matrix effect” and has
been evidenced by the fact that the presence of electro-nega-
tive species (like oxygen) on a surface enhances the positive
ion-yield significantly [14]. The enhancement is larger; the larger
is the electro-negativity [15] of the species with respect to the
emitted element. For example, fluorine gives a larger positive
ion-yield enhancement compared to oxygen of the same con-
centration. An analogous effect takes place in case of negative
ion emission when some electropositive elements (like Cs) are
present on the surface. A similar enhancement in positive or
negative ion emission occurs when the surface is subjected to
oxygen or caesium ion bombardment, respectively. The matrix

effects, however, constitute serious drawbacks on the analytical
capabilities of SIMS method, because they are, in general, not
very much well characterized and predictable. Therefore, the
‘matrix effect’ is detrimental in actual quantification and needs to
be appropriately compensated.

3.1.1. Compensation of matrix effect

The fractional concentration Cx of the species x (eq. 7) is
defined as the ratio nx/nm, where nx is the atomic density for the
species (x) in the matrix (m) and nm is the atomic density of the
matrix element itself. Obviously, Cx = 1 for a pure single-compo-
nent matrix. As discussed above, the exact estimation of Cx
using eq. 7 is difficult because of the ‘matrix effect’. Therefore,
the compensation of ‘matrix effect’ is necessary. Considering
only the case of positive ions, eq. (7) can be written as

Ix+ = x .Cx (8)

where x (= IpYtot x
+ f, with f = f(E) f() Tx,m x,m) is called

the “absolute sensitivity factor” (ASF) for the species x. While
undertaking depth profie of a certain species (x), eq. (8) can be
expressed as

Ix(t) = nx(t) (9)

where nx(t) is the atom concentration of x in the sample at a
depth z corresponding to a sputtering time t and  is the ‘cali-
bration constant’.

In eq. (7), f(E) is the fraction of secondary ions with energies
in the range E and E+E entering into the mass spectrometer,
f() is the fraction of secondary ions accepted by the mass
spectrometer in a solid angle ), Tx,m is the transmission factor
of the mass spectrometer for ions of mass m of a species x, and
x,m is the detection efficiency of the detector or ion-collection
optics for ions of mass m of a species x. The instrumental factor
f can be taken as constant for a particular set of mass
spectrometer and associated instrumentation. Therefore, the
fractional concentration Cx (or the atomic concentration nx) of
the species x in a given matrix m can be estimated from the
secondary ion current using eq. (8), provided x is known.

The ‘absolute sensitivity factor’ contains the term ±
x, m, exact

evaluation of which is necessary for quantification. In other words,
the matrix effect needs to be compensated. The lowest detectable
concentration in a given matrix that can be measured by SIMS
is called the detection-limit. In order to eliminate the fluctuations
in Ix+, ±, Y, f etc. and to correct for the matrix effect, secondary
ion current is normalized with a reference or matrix current Im+

[2]. From eq. (8), the fractional concentration Cx = Ix+/x
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Ix+
or  Cx = ————— (10)

Ip Y x
+ f

Similarly, for the matrix m

Im+
Cm = ————— (11)

Ip Y m
+ f

In order to eliminate the fluctuations in Ix+, ±, Y, f etc. and to
correct for the matrix effect, secondary ion current is normalized
with a reference or matrix current Im+ [2]. Therefore, from eqs.
(9) and (10),

x min x
x min m

m m

(I )(C ) /C /
I

 

 

   
          

(12)

or

x min x
x min

m m

(I )(C ) /
I

 

 

   
          

     (since Cm = 1) (13)

Since Im or Imatrix is related to the material consumption and
expressed as [k.(dz/dt).S]matrix, the detection-limit or the mini-
mum detectable fractional concentration (Cx)min, as obtained from
eq. (12), can be expressed as

x min x
x min

mmatrix

(I )(C ) /dz(k. S)
dt

 



 
   

         
 

(14)

where (dz/dt) is the erosion-rate or layer-thickness sputtered per
second, S is the target area hit by the primary beam and k is a
constant depending on the sample and the ion-optics of the mass
spectrometer. Therefore, atomic density nx (atoms/cc) of a cer-
tain species (x) can be expressed as

x x x
x m x

m m m

I In n / (RSF)
I I

  

  


 
 (15)

where, (RSF)x = m
m

x
n







, defined as “Relative Sensitivity Fac-

tor” for a given species (x) in a certain matrix (m). The advan-
tage of RSF over ASF is that the RSF actually takes care of the
instantaneous fluctuations in the parameters Ix+, ±, Y, f. As ob-
vious from eq. (14), the lowest detectable concentration is in-
versely proportional to the erosion-rate or material consumed in
SIMS depth profiling, thus signifying dynamic SIMS to be of higher
detection sensitivity compared to static SIMS. eq. (15) gives an
estimation of the atomic concentration of a certain species in a

given matrix, provided the value of RSF of that species is known.
The value of this factor can be indirectly extracted through a
calibration process like ‘implantation standard method’, which
involves accurately preparing of a “local standard” by implanting
a controlled quantity of a species (x) with a known dose Fx(atoms/
cm2) into another sample of same matrix. This ‘local standard’ is
then used to calibrate the SIMS signals. The value of (RSF)x in
this method can be calculated by integrating eq. (9) over total
sampling time T.

T Z
x x0 0

1I (t)dt n (z)dz
z

        (16)

where, dzz
dt

  is the sputter-erosion rate. From eq. (16),

T
x0

x

I (t) dt z
F T

 


(17)

where Fx = Z
x0

n (z)dz 
   (18)

Here, Fx is the total dose of implanting ions. Z is crater-depth
measured after the bombardment time, assuming a constant
sputter-rate. Eq. (17) gives the value of , thus measured from
the SIMS profile (secondary ion-current Ix versus time). As nx =
Ix/ (from eq. (9)), the atomic density nx of the species x at any
depth of the sample can be measured using Ix and the esti-
mated calibration constant .

Now, from the measured nx and using eq. (15), (RSF)x can
be expressed as

x(RSF)
(t)dt




x m

T

x
0

F T I

Z I (19)

Where, Im is the secondary-ion current of the matrix element

(m). Z is the erosion-induced crater-depth and 
T

x0
I (t)dt  is ob-

viously is a measure of the total area under the depth-integral
curve of the secondary ion-current Ix over a span of total time of
depth-profiling.

There are several other approaches towards quantification
without standards. One such is the “infinite velocity approach”
[16]. This uses the inverse velocity (1/v) plots obtained from
corrected ion intensity (transmission and sputter-corrected
secondary-ion yields) of an element in a matrix as a function of
the ‘inverse of the ion-velocity’ calculated directly from the energy
distributions of the secondary ions. The basic idea is that the
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ionization probability increases exponentially with decreasing
‘inverse ion-velocity’, and in the limit of infinite velocity, all
sputtered ions are fully ionized. That means, the secondary ions
with infinite velocities are obviously uninfluenced by the local
surface chemistry. Or in other words, the matrix effect is fully
removed. However, the difficulty is that the secondary ions have
extremely low intensities at the high energy tails of the energy
distributions. The kinetic energy distributions of secondary-ions,
mostly peaked at few eVs, have quite long ranges extending up
to several kiloelectron volts. The ion-intensities in such keV
regions drop down to the background level and are almost
undetectable. Another interesting approach is the use of slow
(few keV/u), highly-charged ions (such as Xe44+ and Au69+) as
the bombarding species and the study of secondary ion-yields
and ionization probabilities. It has been observed that the
secondary ion emission in those cases exceeded the values for
conventional sputtering with singly-charged ions by orders of
magnitude [17]. Furthermore, the ionization probability for
secondary positive-ions from UO2 and GaAs (100) as a function
of projectile charge-state has shown a strong decoupling of
secondary ion production from ionization probability, making the
highly-charged ion-based SIMS technique free from the matrix
effect [17].

3.1.2. MCsn
+(n = 1, 2, …..) molecular-ions

Although the quantification of a given matrix can be achieved
by using ‘standards’ with matrix composition closest to the
unknown composition of sample, it is very complicated to quantify
or even interpret the analysis across interfaces composed of
matrices of different nature like metal/semiconductor, metal/
polymer, metal/ceramic, etc. In view of this, alkali element-based
molecular MA+ - SIMS approach (where A stands for alkali
primary-ion, such as K+, Rb+, Na+, Cs+, etc.) has been found to
be remarkable for the reduction of matrix effect [18], thereby
making SIMS quantification possible without the aid of calibration
standards. Cs+ primary-ion is chosen in most of the cases for its
better reactivity with the sample surface compared to that of
other alkali elements and the monitoring of MCs+ ions in the
SIMS analysis is known as MCs+-SIMS technique [2]. The
reduction (or absence) of matrix effect for these species was
rationalized by their possible formation/ionization mechanism,
namely the combination of a sputtered (neutral) M-atom with a
Cs+ ion in the sputtering event. Here, M is referred to as the
element of interest present in the matrix.The Cs atoms generally
have very high ion-yields (close to unity) and, in many cases,
are present as ions at the surface. Thus, under steady-state
conditions, the flux of MCs+ ions reflects (via that of M-atoms) the
atomic concentration of the element M in the matrix. It has been

found experimentally that for a variety of semiconductors the
yield of these species exhibits a quadratic dependence on the
atomic polarizability () of the element M (ion-yield n), where
n  2 [19], thus establishing the key-role that the polarizability of
M plays role in the formation of MCs+ molecular- ions.
Dependence of the binding strength on the polarizability has been
modelled by an interaction potential between an alkali-ion and a
neutral atom M of the type (electropositive or electronegative
with respect to the alkali element) [20]. In this case the attraction
arises between the ion and the ion-induced dipole moment of
the neutral species.

The comparative insensitivity of MCs+ signals towards sample
composition was demonstrated by the dependence of the inten-
sities of various secondary ions (Ge+, Cs+, GeCs+, GeOCs+,
etc.) sputtered from Ge1-xOx samples on oxygen concentration
[21]. While the Ge+ intensity exhibited a monotonic increase with
oxygen concentration, Cs+ and GeCs+ were found to remain
almost invariant. In an additional measurement, the energy dis-
tribution of GeCs+ sputtered from a Ge1-xOx sample was found
to be identical to that from a pure Ge sample. The reasonable
insensitivity of GeCs+ ion intensity from Ge1-xOx with varying
oxygen concentration and the identical energy spectrum of
GeCs+ ions for pure Ge and Ge1-xOx samples demonstrated the
relative inertness of MCs+ against specimen composition. The
MCs+-SIMS technique was found to be extremely useful while
analyzing a metal/semiconductor interface (Fig. 4). A complete
absence of ‘matrix effect’ was found in the analysis of a simple
structure of a thin (0.3 m) gold film grown on a GaAs substrate
[18] by monitoring AuCs+ ions. The appearance of a large hump
of Au+ signal across the interface is the characteristic of an in-
terface-peak due to the possible presence of some oxygen or
other electronegative species at the interface. This interface-
peak invariably caused by ‘matrix effect’ is successively reduced
under different monitoring conditions and has completely dis-
appeared while monitoring AuCs+ signals (Fig. 4e).

The formation mechanisms of MCs+molecular-ions in SIMS
and the analytical applicability of MCs+-SIMS technique have
been thoroughly examined [22]. Based on all experimental ob-
servations, it was proposed that MCs+ ions form via a recombi-
nation of independently sputtered neutral M atoms and Cs+ ions.
For such a formation mechanism to be valid, the intensity ratio
I(MCs+)/I(Cs+) is expected to vary linearly with the sputtering
yield of M and inversely with the mean velocity of M [21],

I(MCs+)/I(Cs+)  YM/<vM> (20)

where <vM> accounts for the density of M atoms in the combi-
nation volume. It has been shown that the normalized MCs+

intensity follows an exponential dependence on the change in
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surface work-function [20] and a close agreement between the
variation of AgCs+ and Cs+ intensities with the change in sur-
face work-function indicated a direct correlation between Cs+

and MCs+ intensities.
From eq. (5), the ionization probability P+ depends on the

ionization potential I of the sputtered atom and surface work
function according to the relation

P+  exp[–(I–) /0] (21)

where 0 is a parameter, related to the normal component of the
emission-velocity of the secondary ions. The normalized Cs+

count as a function of the change in surface work-function 
showed a very good agreement with the theoretical prediction
for 0 = 0.29 eV [4]. In the case of silver, under a combined
influence of electropositive (caesium) and electronegative (oxy-
gen) elements, the normalized AgCs+ intensity as a function of

normalized Cs+ intensity, showed a linearity, which was in good
agreement with the theoretical prediction for all oxygen expo-
sures in the sputter-region [4]. This observation has obviously
strengthened the concept that MCs+ formation takes place via a
recombination of a sputtered neutral M0 atom with a re-sputtered
Cs+ ion. In this case, the electric field of a Cs+ ion in the close
proximity polarizes the neutral M0 atom causing an interaction
between the Cs+ ion and the ion-induced dipole moment of the
neutral species M. The intensity of MCs+ molecular ions can be
expressed as

I(MCs+) = Cs (MCs)kM(CCsCM/Ctotal
2)(Ytotal)2Ip (22)

where, MCs denotes the recombination coefficient of M0 with
Cs+; CCs, CM are the fractional concentrations of Cs and M;
Ctotal is the total concentration; Ytotal is the global sputter-yield;
Ip is the primary ion-current; kM is a constant ( 1). The recom-
bination coefficient for MCs+ is found to be greater for elements
with higher electro-positivity. Fig. 5 shows the recombination co-
efficients of MA+ (A – alkali element) for Ga, Al and As(electro-
positivity in the decreasing order) with different alkali element
like Cs, Rb, K and Na. As evident from the figure, the recombi-
nation coefficient for GaA+ is highest for any alkali element, com-
pared to that for Al or As. Again,Ga being of strongest electro-
positivity relative to Na, the recombination coefficient for GaNa+

is highest amongst all combinations.

Fig. 4. (a) Au depth-profiles obtained under different experimental condi-
tions for an Au-layer (0.3 m thick) deposited on aGaAs substrate.
(a) Au+ secondary-ions under O2 bombardment, (b) Au– secon-
dary-ions with an off-set of 80 eV under O2 bombardment, (c) Au–

under Cs bombardment, (d) Au0 atoms (SNMS) under O2 bom-
bardment, (e) AuCs+ ions under Cs bombardment [18].

Fig. 5. Recombination coefficient for MA+ (where M stands for Ga, Al and
As; A stands for Cs, Rb, K, Na). As evident, the recombination
coefficient is greater for elements with higher electro-positivity.

Although MCs+-SIMS approach can explain the absence of
pronounced matrix effects, its experimental foundation is still
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limited. An example for the use of this technique is the depth
profile analysis of a Zn-diffused layered sample consisting of
InGaAsP of two different stoichiometries on InGaAs substrate
[23] (shown in Fig. 6). By using Cs+ primary ions and monitoring
MCs+ secondary ions, it was found that the effects of changing
matrix on the ion yields of the major elements were minimal,
and the signals for the major elements were in good representa-
tions of their actual densities in the layers.

Although the MCs+-SIMS approach has found its great appli-
cability in direct quantification without the need of calibration
standards, it generally suffers from a low useful yield. In such
case, the MCs2

+ molecular-ions offer a better sensitivity as the
ion-yields for MCs2

+ molecules have been observed to be much
higher than that for MCs+ ions. This is true in most of the cases
where the elements are strongly electronegative with respect to
caesium. Fig. 7 shows a typical SIMS depth profile analysis of a
fluorine-implanted Si-wafer using FCs+ and FCs2

+ molecular-
ions. As observed, MCs2

+ ion-yield is higher than that of MCs+

ions by orders of magnitude [18].
As far as the formation mechanisms of MCs2

+ molecular ions
are concerned, a handful of works have revealed the underlying
formation mechanism these molecular-ions. The study of energy
distributions of the MCs2

+ molecular-ions and their constituents

Fig. 6. SIMS depth profiles of a layered sample consisting of two different stoichiometry of InGaAsP on InGaAs, using Cs+ primary ion beam with
detection of MCs+. The signals of major elements (In, Ga, As, P) are good representations of their actual densities in the layers [23].

has been the key-probe to understand its formation mechanism
[24]. The energy distribution of the MCs2

+ molecules for various
elements has been found to depend on the surface binding
energy, which provides evidence that the energy distribution of
the neutrals is also responsible for the MCs2

+ energy distributions
[25]. The formation mechanisms of these molecular ions depend
on the nature of the element M. Two possible mechanisms [25]
are

M0 + Cs2
+  MCs2

+ (23)
MCs0 + Cs+ MCs2

+ (24)

While the first mechanism seems to dominate for electroposi-
tive element M, the second one becomes important for elec-
tronegative elements, thereby exhibiting the enhanced yield [26]
of MCs2

+. The MCs0 in the formation process (24) results from
the neutralization of an MCs+ ion by electron capture [25].
According to process (24), the intensity of MCs2

+ molecular ions
can be expressed [22] as

2 M 2

2 2
MCs C Cs MCs MCsI + Y Y (c ) P f f 

 (25)

where, Y is the global sputter-yield; CCs is the Cs-concentration
in the matrix; CM is the concentration of M; P+ is the ionization
probability of Cs+; fMCs+ and fMCs2+ are the formation probabili-
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ties of MCs+ and MCs2
+ molecular-ions. For a certain element

M, cM and the formation probabilities for MCs+ and MCs2
+ mo-

lecular ions can be considered as constant [27]. Therefore, eq.
(25) can be rewritten as IMCs2

+ P+. Thus, the intensity of
AgCs2

+molecular ions is expected to vary linearly with the ioni-
zation probability of caesium. This has been evidenced with the
exponential dependence of normalized AgCs2

+ intensity with the
change in surface work function () [22]. Those experimental
data verified the conjecture that the MCs2

+ molecular ions forms
via a recombination of an MCs0 molecule with a Cs+ ion in the
near-surface region (eq. 24). The same argument can be equally
applicable for the intensity of MCs+ ions which varies exponen-
tially with the change in surface work function () [22]. The
formation probability for MCsn

+ (n = 1, 2, …..) is proportional to
the spatial and temporal correlation factor of MCsn

+ (n = 1, 2,
….). The proportionality constant is related to the square of the
atomic polarizability of M, as expressed in the following [26],

Fig. 8. Formation probabilities (spatial and temporal correlation factor) of
MCs+ and MCs2

+ molecular-ions as a function of oxygen pressure
in the target chamber [26].

Fig. 7. FCs+ and FCs2
+ ion-profiles for a Si wafer implanted with fluorine at a dose of 8×1015 atoms/cm2. The implantation profile-peak corresponds to a

dopant concentrationof 2.5×1021 atoms/cm3, which is almost close to the expected value [18].
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0
n n

pol
MCs MCsM

f     (26)

Fig. 8 shows the special and temporal correlation factors for
MCs+ and MCs2

+ molecular ions for different oxygen environ-
ments. As represented, the formation probability for MCs2

+ mo-
lecular-ions is higher than that of MCs+ ions by two orders of
magnitude and both remain unchanged under varying oxygen
pressure during the combined influence of oxygen and caesium.

3.2. Composi tion analysis of multilayered structures and quan-
tum wel ls

A quantum well is a thin layer of a semiconductor medium,
embedded between two other semiconductor layers of
wider bandgap (for example, GaAs quantum-well embedded in
AlGaAs). Both electrons and holes can be confined in semicon-
ductor quantum wells. This confinement is a quantum effect and
has profound effects on the ‘density of states’ for the confined
particles. The effect of “quantum confinement” takes place when
the quantum-well thickness becomes comparable to the ‘de
Broglie wavelength’ of the carriers (generally electrons and
holes), leading to energy levels called “energy sub-bands”, i.e.,
the carriers can only have discrete energy values. Periodic struc-
tures made of two or repeated quantum-wells having barriers
too thick for adjacent wave functions to couple, are called double
or multiple quantum-well (MQW) structures.

During the analysis of a multilayer structure, special care is
taken to obtain the best depth resolution for which the selection
of parameters such as high-mass primary beams, low impact
energy, high angle of incidence is necessary so as to minimize
the erosion-rate. The quantification of matrix constituents in a

multilayer structure (e.g. measurement of the value of x in
AlxGa1-xAs layers in a GaAs/AlxGa1-xAs multilayer) is complex,
as sputter-ion yields vary not only from one matrix to the next
but also in an unknown manner in the interfacial regions. It has
been shown that for AlxGa1-xAs system the Al+ and Ga+ intensi-
ties vary linearly with the aluminium content (up to x = 0.5). Based
on this observation, the approach is to prepare a series of stan-
dard AlxGa1-xAs samples of known compositions and to mea-
sure Al+ and Ga+ ion intensities from those standards by SIMS.
A plot of Al+/Ga+ratios versus (x/1-x) then produces a straight
line from which any unknown value of x (Al concentration) and
its depth distribution in an AlxGa1-xAs matrix can be determined.
This method has many limitations and obviously cannot provide
the true compositional profiles of the interfaces in a multilayer
structure in general. Depth-resolution can be improved to a great
extent by reducing the bombarding-ion energy (which reduces
ion-induced collisional mixing) and choosing the correct bom-
bardment conditions, as an additional surface roughening is
caused by oblique incidence of the primary beam [2], giving rise
to profile broadening. It was shown that the relatively smooth
crater bottom collapsed into a pronounced ripple structure [2]
for non-normal incidence of the primary beam.

Fig. 9 shows a SIMS depth profile of an 80-period Si/Fe neu-
tron mirror with layers of 1.8 nm thick using normally-incident
1.5 keV O2

+ primary ions (100 nA). The design conditions of this
multilayer structure are fulfilled in order to reach the maximum
reflectivity of neutrons, similar to that in layered synthetic micro-
structures used for the X-UV reflecting devices. The SIMS depth
profile shows the layer-thickness to be highly consistent with
depth and almost without any degradation in depth-resolution
over the entire multilayer structure.

Fig. 9. Depth profile of an 80-period Si/Fe neutron mirror, with layers of 1.8 nm thick, analysed using normally incident 1.5 keV O2
+ primary ions (100 nA).
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3.2.1. Metall ic multilayer

In metallic multilayer systems, the large free energies
available at the interfaces can help forming interfacial alloys when
these free energies are comparable to or larger than the enthalpy
of formation of the probable alloy-phases. For multilayers of
immiscible metals, there exists a positive mixing enthalpy that
acts as an energy barrier to mixing. Whereas for a multilayer of
miscible metals, the formation enthalpy for different metastable
crystalline or ordered phases are mostly negative and very close
to each other. Because of interfacial mixing essentially arising
out of interdiffusion, metastable alloys have been found to form
across Au/Cu interfaces in a magnetron-sputter grown Au/Cu
multilayer structure [28]. Furthermore, sputter-deposition

techniques, because of their high quench-rate and the
hyperthermal atoms formed during sputter-deposition were found
to be effective in achieving such a situation [28]. It has been
shown that an interfacial confinement primarily drives the
formation of metastable D023 phase of Cu3Au alloy across the
interfaces of Cu/Au multilayers [28]. Fig. 10 summarizes the
observations of such phenomenon. Fig. 10(a) shows the high-
resolution cross-sectional TEM image of a 10 bi-layered Cu/Au
structure grown on glass substrate and Fig. 10(b) shows the
SIMS depth profile of an identical 2 bi-layered Cu/Au structure
grown on Si substrate, indicating Au, Cu and Si signals
prominently. The depth-resolution of SIMS was good enough to
distinguish the various alloy-fragments like AuCu, Cu2Au and

Fig. 10. (a) Cross-sectional TEM image of the (Cu/Au)10/Si multilayer, (b) SIMS depth profiles showing Au, Cu and Si signals in a (Au/Cu)2/Si film, (inset)
SIMS depth profiles showing Cu and Cu2Au alloy fragment signals in the same film, (c) XRD spectrum of the (Au/Cu)10/glass multilayer, and (d)
crystal structures of LI2 and D023 phases of Cu3Au [28].
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Au2Cu that are formed and spatially separated across each
interface. One such alloy-fragment like Cu2Au at the interfaces
is indicated in the figure (inset of Fig. 10(b)). Fig. 10(c) presents
the XRD spectrum of (Au/Cu)10 /glass multilayer indicating a
small sharp peak in the vicinity of Au (111) peak and that new
peak is a characteristic of Cu3Au alloy-phase (D023). Fig. 10(d)
represents the crystal structures of L12 and D023 phases of
Cu3Au.

3.2.2. Semiconductor quantum-well

Interdiffusion across the interfaces can cause an interfacial
broadening due to intermixing of layers in a quantum well struc-
ture. A case study has been presented with a metal organic
chemical vapour deposition (MOCVD)-grown InP/In0.33Ga0.67As/
InP/In0.33Ga0.67As/InP double quantum well structure through
SIMS and XRD along with a simulation programme [29].
Results have shown an interdiffusion of phosphorus into the quan-
tum wells and the presence of a 10 nm thick intermixed zone of
In, As and P formed in-between the cap layer and the subse-
quent quantum well. Combination of these two techniques along
with the simulation was found to be a novel approach towards
the understanding and quantification of in-depth compositional
variation in quantum wells and thin films, in general. In-content
in InP layers being already at its maximum, the interdiffusion of
In from QWs to InP layers can be ruled out. Therefore, phospho-
rus from InP-layers can only inter-diffuse into the QWs. This is

supported by the shallow valley of the P signal in the QW layers.
The peaks of Ga and As have identical width and appear exactly
at the same depth in the SIMS profile (Fig. 11), reflecting the
identity of double quantum-well structure.

A high-resolution x-ray diffraction experiment can provide an
estimate of the stoichiometry of the composition in the quantum
well layers through the measurement of absolute lattice para-
meters of the substrate and the phases grown in the deposited
layers. A simulation programme, based on the ‘kinematic theory
of reflection’ [30], was developed to reproduce the experimental
high-resolution diffraction pattern of the double quantum well in
the Born approximationscheme [29]. The interplanar spacings
were obtained from the measured X-ray data. The scattering
amplitude needed for simulation depends on the relative
concentration of the elements present in the sample, and thus
would change with depth throughout the stack due to the variation
of in-depth elemental composition. From the study of high-
resolution XRD around the (004) Bragg peak as a function of
qz (= (4 /) sin), interplanar spacings (d-values) in
In0.33Ga0.67As and InP layers were determined to be around
1.428 Å and 1.495 Å, respectively. Applying the Vegard’s law
[31] for a quaternary material like A1-xBxCyD1-y constructed of
four binary compounds like AC, AD, BC and BD, a ‘quaternary
material parameter’ was framed that was essentially regarded
as the interplanar spacing, which varies almost linearly with the
stoichiometry of the material composition. Applying the above

Fig. 11. SIMS depth profiles of In, P, Ga and As in an InP/In0.33Ga0.67As/InP/In0.33Ga0.67As/InP double quantum-well structure [29].
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law, the desired composition In0.33Ga0.67As of the QWs cannot
have the interplanar spacing of 1.428 Å in the (004) direction.
On the contrary, assuming the proportions of In and Ga to remain
unaltered and an interdiffusion of phosphorus into the QWs, a
reconstructed composition, such as In0.33Ga0.67As0.62P0.38, was
rather found to match well with the estimated interplanar-spacing
of 1.428 Å [29].

3.2.2.1. Reconstruction of depth profiles: MRI simulation

An interesting observation in the SIMS depth profiles of
semiconductor multilayer structures is the asymmetry in ‘leading’
and ‘trailing’ parts. The leading curve is, in general, steeper than
the trailing curve. Such an asymmetry in slopes was found to be
quite prominent in the sputter-profiling of a delta-layer (AlAs
monolayer on GaAs) and was explained using MRI (Mixing,
Range and Information-depth) model-fit [32]. With negligible
preferential sputtering, the slope of the leading part of a delta-
layer was mainly determined by roughness in combination with
the information depth, whereas the trailing slope was mainly
determined by the extent of the atomic mixing zone [32].The
MRI model is essentially a semi-empirical model for depth
resolution function (DRF) and was developed using three
fundamental parameters: atomic Mixing (w), surface Roughness
() and Information depth (). “Atomic mixing” is considered to
create instantaneously a homogeneously mixed zone of
thickness w by complete atomic redistribution. “Surface
roughness” is taken into account by a Gaussian term with a
standard deviation . The “information depth” is characterized
by an exponential term with the characteristic mean escape-
depth  of the analytical information (escape-depth in SIMS is
the mean escape depth of secondary ions and typically ~1-2
monolayer). The MRI model is characterized by three partial
resolution functions of these three fundamental parameters
(w, ,), such as f(w), f() and f(), which act physically on
each other to establish the complete DRF and its role in profile
reconstruction. Appropriate choice of these three parameters of
the MRI model in respect of the specific experimental conditions
enable the prediction of the depth-resolution function [2]. By a
reasonable set of parameters, such as mixing (w) = 1.0 nm,
surface roughness () = 0.6 nm, Auger electron escape depth
() = 0.4 nm (Al 68 eV) and  = 1.7 nm (Al 1396 eV) for 600 eV
Ar+ ion-sputtering, the MRI model was found to give an excellent
fit with the measured AES depth profiles of a GaAs (8.8 nm)/
AlAs (9.9 nm) superlattice structure [33].

Fig. 12 represents the extracted Al-concentration (mole frac-
tion) in a GaAs/Al0.2Ga0.8As/GaAs multiple quantum-well (MQW)
structure through SIMS depth profile using 1.5 keV Cs+ primary-
ions. As evident in the figure, the MRI-convoluted profile per-

fectly matches with the actual SIMS profile. The reconstructed
Al profile gives an accurate measure of the quantum-well layer-
thicknesses, with a difference between the sputtering-rates of
GaAs and Al0.3Ga0.7As within ~5%.

3.2.3. SiGe alloy and Si/Ge superlattice structures: Composi-
tion analysis using MCs+-SIMS approach

SiGe alloy, owing to its high electron and hole mobility, has
potential applications in high-speed microelectronic device
technology. The optimization of such technology requires the
precise determination of Ge concentration in the full range of
composition and the understanding and control of the Ge–Si
interdiffusion phenomenon. The MCs+-SIMS method was
successfully used for the analysis of Ge concentration up to
23.5% [34] in SiGe alloys. Quantification in the higher range of
Ge concentration in SiGe at low sputtering energies was also
reported using MCs+-SIMS [35–37]. However, reliable results of
analysis with MCs+-SIMS method were not reported for SiGe
layers with Ge contents higher than 50 at%. A procedure for the
accurate quantification of Ge concentration in molecular beam
epitaxy (MBE)-grown Si1–xGex (0 <x< 0.72) alloys based on
MCs+-SIMS approach was proposed, in which the “matrix effect”
was shown to be completely suppressed for all Ge concentrations
irrespective of incident Cs+ ion energies [38]. The novel
methodology was successfully applied for direct quantitative
composition analysis of Si/Ge multilayer structure [38]. The lattice
parameters extracted from the alloy-peaks in the X-ray diffraction

Fig. 12. Al-concentration as a function of depth in a GaAs/Al0.2Ga0.8As/
GaAs multiple quantum-well (MQW) structure, fitted with MRI (mix-
ing, roughness, information) model.The simulated values: w (atomic
mixing) = 2.0 nm,  (surface roughness) = 1.0 nm,  (information
depth) = 0.4 nm.
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were utilized to estimate the alloy compositions using Vegard’s
law. The results were found to be in good agreement with that
obtained independently from energy-dispersive X-ray analysis
(EDX).

The MCs+ intensity in the MCS+-SIMS for a species M is
given by [39]

MC CsMCs MCsI Y Y c P f 
 (27)

where Y, P+ and fMCs+ are the total sputtering yield, ionization
probability of caesium, and formation probability of MCs+

molecular-ions, respectively. cM and cCs are the fractional
surface-concentrations of the species M (matrix) and caesium,
respectively. Considering the constancy of the formation
probability fMCs+ for both germanium and silicon, eq. (27) can be
rewritten as

GeCs Ge

SiSiCs

I cK
I c





 (28)

where K is a constant which can be treated as the “relative
sensitivity factor” (RSF) for compositional analysis using MCs+-
SIMS approach. Fig. 13 shows the intensity-ratios (IGeCs+/ISiCs+)
obtained from MCs+-SIMS as a function of the concentration-
ratios (cGe/cSi) obtained from EDX for various ion-impact energies
[38]. The Linearity of the graphs, irrespective of germanium and
silicon contents in SIGe alloy-films for all ion-energies, clearly
reveals the absence of “matrix effect” for all possible Si1–xGex

compositions; whereas some study reported the absence of
matrix effect for impact energy only lower than 1 keV and for
germanium content less than 50% [40]. The complete
compensation of matrix effect irrespective of impact ion-energy
was attributed to low steady-state surface concentration of
caesium due to larger primary impact angle [38], signifying the
achievement of MCs+-SIMS technique in quantitative materials
analysis without the aid of calibration standards. The linearity of
the graph IGeCs+/ISiCs+ as a function of cGe/cSi in the case of
MCs2

+-SIMS analysis provided much better perception in respect
of its slope, compared to that in the case of MCs+-SIMS analysis.
Fig. 14 shows the plots of (IGeCs+/ISiCs+) as a function of (cGe/
cSi) for a set of standard GexSi1-x samples in the MCs+-SIMS
and MCs2

+-SIMS analysis modes. As evident, there is one-to-
one match between intensity ratios (GeCs+/SiCs+) and
concentration ratios (cGe/cSi) in the case of MCs2

+-SIMS analysis.
The potential of MCs+-SIMS approach was applied for direct

compositional analysis of an MBE-grown Si/Ge multilayer struc-
ture, with a nominal thickness ~10 nm for each Si/Ge bilayer
[38]. Using eq. (28), the RSFs for Ge were calculated from the
slopes of the variation of IGeCs+/ISiCs+ (MCs+-SIMS approach)
with cSi/cGe (EDX) for different ion-impact energies. From the
concentration profiles obtained through MCs+-SIMS, the elec-
tron density profile e as a function of thickness (z) of the multi-
layer was obtained using the following expression[38],

M M
e A M=Ge,Si

M

Z C (z)(z) N
A

   (29)

Fig. 13. Normalized GeCs+ intensity as a function of germanium concentration ratio [38].
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where NA, ZM, cM(z), and AM are the Avogadro number, atomic
number, concentration profile for Ge, Si and mass number of
the constituent element M (Ge and Si), respectively. Fig. 15
represents the extracted electron density profile (EDP) (red
circles) of the multilayer-stack utilizing the MCs+-SIMS data and
the blue solid line represents EDP of the same multilayer
extracted independently from the X-ray reflectivity (XRR) study
[41]. As obvious from Fig. 15, the interface positions of the
multilayer-stack are well reflected from these two measurements.

However, the discrepancy between the absolute values of the
electron densities obtained from XRR and MCS+-SIMS
measurements was attributed to a possible intermixing of Si and
Ge occurring across the interfaces of the multilayer-stack during
SIMS analysis [38].

4 .  ZnO  nanowa l l s  and  ZnS /ZnO he te ro -s t ruc t ur ed
nanowalls: Understanding through MCs+-SIMS analysis

In the bare ZnO nanowalls, the sputtering of Zn-atoms through

Fig. 14. Plots of IGeCs+/ISiCs+ as a function of cGe/cSi for a set of standard GexSi1-x samples. The red solid triangles represent for MCS+-SIMS and black
solid squares represent for MCs2

+-SIMS.

Fig. 15. Electron-density profiles of 10 Si/Ge bilayers, as obtained from X-ray reflectivity (blue solid line) and MCs+- SIMS (red circles). Two vertical dashed
lines indicate the depth positions for expected buffer and cap-layers [38].
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Fig. 16. SIMS spectra for Zn+ ion-emission from unannealed and vacuum-annealed ZnO nanowalls [42].

breaking of the oxide-bonds forms oxygen-surrounded vacancies
at the surface. These oxygen-surrounded vacancies strongly
attract the electrons at the expense of the ejected Zn+ ions,
causing an enhancement in the secondary positive ion yield. An
extensive study on the thermal effect on the microstructural
modifications of self-assembled ZnO nanowalls grown on Al-
substrates was reported [42]. X-Ray diffraction study ensured
the formation of hexagonal wurtzite crystal structure of ZnO and
the formation of Al2O3 layer at the interfaces of Al-substrate and
ZnO nanowalls. Fig. 16 represents the SIMS spectra for Zn+

emission from unannealed and vacuum-annealed ZnO nanowalls
grown on Zn-substrate, showing no appreciable change in the
Zn+ intensity under thermal treatment [42]. The luminescence
features of ZnO nanowalls were found to be dependent on the
presence of surface-adsorbates like O2

– and OH– whose
presence were ascertained through SIMS. The large deficiency
of lattice-oxygen in the vacuum-annealed nanowalls compared
to the unannealed nanowalls was also established by SIMS
analysis [42]. A phenomena of modified light emission and
detection features of SnO-coated ZnO needle-like nanostructures
was extensively investigated, where the formation of SnO-phase
on ZnO surface was revealed through EDX and SIMS analysis
[43].

The ‘matrix effect’ was found to be prominent during SIMS
analysis of the bare ZnO and hetero-structured ZnS/ZnO
nanowalls indicating the presence of ZnS-phase over ZnO
surface. The ‘MCs+ -SIMS’ technique was therefore employed
to suppress the matrix effect and was found to be potentially
effective in making a semi-quantitative estimation of Zn and O
surface–atom concentrations in both systems [44]. The lowering

of local surface work-function in the heterostructure, as extracted
through SIMS, supported the presence of sulfur-species of ZnS
on the top of ZnO nanowalls. The higher electron-density in the
sulfide-surface lowers the local surface work-function leading to
the lowering of positive ionization-probability, there by reducing
the Zn+ ion-intensity in the ZnS/ZnO nanowalls. The “matrix effect
compensated MCs+-SIMS” provided a comprehensive
understanding of the overall surface-chemistry of ZnS
nanoparticle-decorated ZnO nanowalls (ZnS/ZnO heterostructure
systems) [44].

The luminescence responses of the ZnS/ZnO hetero-
structures were found to be strongly dependent on the extent of
ZnS-phase over ZnO. The higher luminescence responses in
such heterostructures fabricated with smaller ZnS nanoparticles
were explained in terms of a mechanism of charge-carrier trans-
fer from ZnS to ZnO [44]. Fig. 17 represents the SEM images
and EDX spectra of the bare ZnO nanowalls and ZnS/ZnO hetero-
structured nanowalls. The magnified SEM image in Fig. 17(e)
clearly depicts the ZnS nanostructure formation over the top of
ZnO nanowalls. Fig. 18 represents the depth-distributions of the
intensity-ratio of ZnCs+ and OCs+ molecular-ions in the MCs+-
SIMS analysis mode. The intensities of secondary ZnCs+ and
OCs+ ions were found to be quite steady with depth indicating
the homogeneity of ZnO film, while the variation in the intensity
of SCs+ indicated the transitory existence of ZnS in the
heterostructure network. Since for MCs+ molecular-ions,

ZnCs Zn

OOCs

I C
I C





 , the higher value of the ratio IZnCs+/IOCs+ indi-

cates the higher concentration ratio cZn/cO. This indicates the
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Fig. 18. Variation of intensity-ratio of ZnCs+ -to-OCs+ molecular-ions with
sputtering time [44].

Fig. 17. (a) SEM image of the ZnO nanowall film, (b) magnified image of the nanowalls, and (c) EDX spectra of the nanowalls. (d, e) SEM images of the
nanowalls after ZnS growth in 5 and 10 cycles. Inset of (e) depicts the magnified view of ZnS nanostructure formation over the top of ZnO
nanowalls. (f) EDX spectra of the ZnS-decorated ZnO nanowalls [44].

increase in Zn concentration compared to O due to the ZnS deco-
ration on the top of ZnO surface (Fig. 18).

Another interesting work was reported on the improved visible
light photocatalytic activity in oxygen-deficient TiO2 nanotubes
by narrowing of band gap and effective charge-carrier separation
[45]. The performance of TiO2 under visible light largely depends
on its morphology, surface properties, crystal facets, presence
of crystalline defects, etc. Doping-induced disorder of the TiO2
surfaces extends its light absorption in the visible region [46,47].
Doping of non-metal or metal ions into TiO2 introduces new
electronic states into the band gap of TiO2 making it narrower
and also introduces lattice-defects into TiO2. These defects act
as carrier-recombination centres. The oxygen vacancies,
introduced into hydrothermally-processed TiO2 nanotubes by
vacuum calcination, modified the local coordination in TiO2, as
revealed by Raman spectroscopy and SIMS [45]. Fig. 19 presents
the TEM images of pure (TT) and degraded (DTT) TiO2. The
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high-resolution TEM images of TT and DTT show inner and outer
diameter of the nanotubes.

coverage under varying reaction time have been evidenced
through SIMS and substantiated by SEM observation. Compared
to nanowires, oxygen adsorption on ZnO surfaces  and  sub-
sequent oxygen in-diffusion have been found more prominent
for the nanowall-like structures and highest for nanowalls grown
in lower reaction time. Furthermore, nanowalls have been found
to exhibit higher photocatalytic activities, which have been
attributed to higher adsorption of oxygen [48].

Conclusion

The unique combination of its highest detection-sensitivity
and exceptional depth-resolution has made a great success in
the analysis of low-dimensional materials, interfaces of thin films

Fig. 20. (a) SIMS spectrum un-calcined TiO2 nanotube (b) SIMS-depth pro-
filing of Ti+ and (c) TiO+ for unannealed, air-annealed and vacuum-
annealed TiO2 nanotube [45].

In such a degraded crystalline system, the sputtering-yield
is expected to be higher as the bonds can be broken more easily.
So, the highest Ti+ emission was ascribed to the increase in
global sputtering-yield of titanium from disordered TiO2
nanostructures under vacuum calcination. Similarly, the highest
64TiO+ emission (Fig. 20) in case of vacuum-calcined TiO2
system was explained to be due to the increased sputter-emission
of TiO-fragments because of the relatively poor crystalline quality
of the system under vacuum calcination. However, in contrast to
the Ti+ emission, TiO+ emission in the case of air-calcined sample
was found to be slightly lower compared to that in uncalcined
sample confirming the idea that air-calcination leads to the
improvement in crystal quality of the TiO2 nanotubes. The
emission of other isotopes of Ti, such as 49Ti and its
corresponding oxide 65TiO, followed the similar trend in the SIMS
measurements [45].

The photocatalytic activity of nanostructures essentially
originates from the native defect-states and is largely influenced
by the surface-adsorbants. In a recent work, extensive SIMS
study of ZnO nanostructures (nanowires, nanowalls, etc.) have
been correlated to their photocatalytic responses [48]. The
presence of surface-adsorbed H+, O2

–, and OH– species on the
surfaces of nanostructures and the relative changes in substrate

Fig. 19. TEM images of (a) pure TiO2 (TT) and (b) degraded TiO2 (DTT).
High-resolution TEM images of (c) TT and (d) DTT show inner and
outer diameter of the nanotubes [45].
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and superlattices. Time-of-Flight (ToF)-SIMS is highly surface-
sensitive, able to provide both elemental composition and mo-
lecular information on a surface as well as in-depth. It has the
potential to provide detailed insight into the 3D chemical com-
position for a large mass-range (0 – 10,000 amu) for all ele-
ments in the periodic table, organics (polymer, small molecules)
and biological materials. On the other hand, dynamic SIMS has
the highest detection sensitivity (below parts per billion) and is
used to determine the elemental composition and the levels of
ultra-trace impurities and dopants in solid materials at any depth.

However, the major limitation of SIMS lies in the quantifica-
tion owing to its strong ‘matrix effect’. Although quantification in
a given matrix is achieved by using ‘calibration standards’, it is
very difficult to quantify the cross-interfaces composed of matri-
ces of different nature. Continuous attempts have been made
towards exploring the possibilities of ‘matrix effect minimization’
so that the accurate quantification is possible without the use of
calibration standards. Out of several existing techniques for
achieving reduced or no matrix effect, the MCsn

+-SIMS (n = 1,
2, ……) approach using MCsn

+ molecular-ions is the most use-
ful and beneficial for the precise quantification of quantum struc-
tures. In parallel, considerable attempts have been made to con-
ceptually understand the formation mechanisms of these MCsn

+

molecular-ions through theoretical models.
Since SIMS is essentially a sputter-depth profiling technique,

it is very important to consider the most significant detrimental
effects, such as ‘surface roughening’, ‘ion-beam induced atomic
mixing’ and ‘broadening in the information-depth’ for the correct
evaluation and quantification of depth profiles across the inter-
faces even under optimized experimental conditions. An under-
standing and accurate estimation of these three fundamental
parameters using MRI (Mixing, Roughening, Information depth)
simulation model is extremely useful to construct a depth-reso-
lution function (DRF) which has a significant role in depth profile
reconstruction. However, the effects due to nonlinear behaviour
such as preferential sputtering, interface segregation, etc. are
not yet fully understood so as to make more refined prediction of
DRF.

Interface analysis of multilayers is of continued interest in
materials science. In particular, problems in semiconductor
technology have been a driving force. Dynamic SIMS has shown
its tremendous applications in various multilayer systems
including semiconductor Bragg mirrors and quantum wells.
Interfacial diffusion across interfaces is a natural process causing
compositional changes across the interfaces in layered
structures. In combination with other measurements like x-ray
reflectivity, x-ray diffraction, etc. dynamic SIMS has been found
to be useful for compositional analysis of the interfaces in

semiconductor multilayers. In metallic multilayers, the formation
of interfacial alloys can exhibit various crystalline structures. The
structure of a particular alloy-phase at interface is determined
by many parameters, interfacial energies, composition and
ordering condition. Moreover, the strong confinement effect at
the interfaces may give rise to a novel interfacial alloy phase
that could have a crystal structure completely different from that
in the bulk. SIMS and XRD analyses together can effectively
probe such novel ‘interfacial alloys’ in metallic multilayer systems.

Although there have been enormous instrumental and metho-
dological developments in SIMS for surface and interface analy-
sis in condensed matter systems in general, futuristic applica-
tion range of this sputter-induced surface analytical technique is
not very clear at this moment. An in-situ SIMS analysis with an
extreme level of optimization in depth resolution during a con-
trolled film growth will be a useful attempt to make a real-time
analysis of an interface providing a much better understanding
of the interfacial behaviour. Furthermore, adequate flexibility and
improvisation in the SIMS instrumentation could possibly lead
to an extension of this technique towards another direction, for
example, the analysis of the instantaneous ‘layering of liquid’ or
‘surface melting’ states. Of course, multi-technique approaches
are very much essential in which a novel combination of SIMS
with other analytical techniques can be useful for the analysis of
complex soft condensed matter systems such as colloids, func-
tional materials, supra-molecular assemblies, liquid crystals, crys-
talline polymers, granular media, photonic matamaterials, etc.

Photonic metamaterials have emerged as engineered optical
materials containing nanostructures which give remarkable op-
tical properties. These structures are made from at least two
different materials, often involving both metals and dielectrics.
They are normally periodic, with the period being small com-
pared to the optical wavelength. Therefore, the special optical
properties do not arise from photonic bandgaps as for certain
photonic crystals, but rather from an interaction similar to that of
atoms or ions in a normal solid medium. These artificial electro-
magnetic materials of subwavelength periodicity have negative
refractive index(n1 < 0) that behave contrary to the conventional
“right-handed” interaction of light found in conventional optical
materials. Hence, these are often called as left-handed
materials or negative  index materials. Shelly,  et al. presented
an experimental scattering data at microwave frequencies on a
structured metamaterial that exhibits a frequency band where
the effective index of refraction is negative [49]. Hoffmann et al
[50] reported a novel class of semiconductor metamaterials that
exhibit a strongly anisotropic dielectric function to achieve nega-
tive refraction in the mid-infrared region (~8.5–13 m) of the
spectrum. They presented highly doped quantum-well
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superlattices that are highly anisotropic. Using transmission and
reflection measurements and modelling  of  the  highly-doped
quantum-well superlattices, they demonstrated anomalous re-
flection due to the strong anisotropy of the material. This new
class of semiconductor metamaterials has great potential in ma-
terials science, especially for waveguiding and imaging applica-
tions in the long-wave infrared region.
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